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Abstract

A Monte Carlo approximation algorithm for the Tukey depth problem in
high dimensions is introduced. The algorithm is a generalization of an algo-
rithm presented by Rousseeuw and Struyf (1998). The performance of this
algorithm is studied both analytically and experimentally.
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1. Introduction

Tukey depth is also known as location depth or halfspace depth. Given a
finite set S of n points and a point p in R?, the Tukey depth of p is defined
as the minimum number of points of S contained in any closed halfspace
with p on its boundary [15, 22]. An equivalent definition is the minimum
number of points of S contained in any halfspace which also contains p [4].
This problem is NP-hard if both n and d are parts of the input [16], and
it is even hard to approximate [2]. Many different algorithms have been
developed to compute the Tukey depth of a point [5, 4, 20]. This problem is
equivalent to the mazimum feasible subsystem (MAX FS) problem [9] which
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is a long-standing problem and has been extensively studied [10, Chapter
7]. There are also algorithms for finding a point that maximizes the Tukey
depth [6, 17, 18], and Teng [21] showed that testing whether a point does so
is coNP-complete in general dimension.

Suppose points in S are in general position (no d + 1 points of S U {p}
lie on a common hyperplane), an upper bound on the Tukey depth of p can
be obtained by selecting any non-trivial vector v € R¢ and computing the
Tukey depth of p - v in the one-dimensional point set

S-v={zx-v:zxeS} (%)

If v is the inner-normal of the boundary of the halfspace A that defines the
depth value of p, then

depth (p, S) = depth (p - v, S - v). (1)

In R!, we rank the points S U {p} starting with 0 from both ends to the
median, then the depth of p is its rank. More generally, given any k-flat f
orthogonal to the boundary of A, we have

depth (p, S) = depth (p- f,S - f), (2)

where p- f is the orthogonal projection of p onto f, and S- f is the orthogonal
projection of S onto f.

1.1. Related Work

Due to the hardness of the Tukey depth problem, algorithms for ap-
proximating Tukey depth in low dimensions are of interest. Rousseeuw and
Struyf [20] proposed four approximation algorithms. The basic idea is to
randomly choose m of four categories of lines: (1) all lines connecting p and
a point in S, (2) all lines connecting two points in .S, (3) all lines perpendic-
ular to the hyperplanes determined by p and d — 1 points in S, (4) all lines
perpendicular to the hyperplanes determined by d points in S, then project
all points onto the lines to solve one-dimensional Tukey depth problems, and
take the best result as the approximation. They claimed that the fourth idea
worked best.

Wilcox [24] proposed two approximation algorithms. The strategies are
similar to those of Rousseux and Struyf. The difference is that, in the first
approximation, the points are orthogonally projected onto the lines connect-
ing an affine equivariant measure of location e and a point in S; in the second
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approximation the points are projected onto all the lines determined by two
points in S.

Cuesta-Albertos and Nieto-Reyes [13] proposed a notion of random Tukey
depth where they project all points onto m randomly chosen vectors, and
take the best one-dimensional Tukey depth. They claim this depth is a
reasonable approximation of Tukey depth. All the above approximations
have no theoretical guarantee of the performance.

Afshani and Chan [1] gave a data structure for Tukey depth queries in 3D.
For any constant ¢ > 0, their data structure can preprocess a 3D point set
in O(nlogn) expected time into a data structure of size O(n) such that the
Tukey depth of any query point ¢ can be approximated in O(logn loglogn)
time. Here, the approximation is relative; their data structure returns a value
y such that

(1 —€)depth(q,S) <y < (1 —¢) " depth(q, S) .

1.2. New Results
In this paper, we analyze the following 2 heuristics for this problem:

1 Randomly select a set () of d — 1 points from S. Let m be the unique
hyperplane containing @ U {p}, and let v be a vector orthogonal to .
Apply (1) to get an upper bound on depth (p, S).

2 Randomly select a set () of d — k points from S. Let m be the unique
(d — k)-flat containing @ U {p}, and let f be a k-flat orthogonal to 7.
Apply (2) to get an upper bound on depth (p, S).

The first algorithm described above is the third method proposed by Rousseeuw
and Struyf. The second algorithm is a generalization of this method. Notice
that when we project the points in S to the vector or k-flat, those points in
 do not contribute to the depth of p.

The first algorithm reduces the original problem to a one-dimensional
Tukey depth problem, but the second reduces to a k-dimensional Tukey depth
problem. The projection of S to a vector takes O(dn) time. Then the first
heuristic requires O(dn) time. In the second heuristic, the projection of S to
a k-flat takes O(kdn) time, and the k-dimensional Tukey depth problem has
the following time complexity:

For k = 1, the Tukey depth is easily computed in O(n) time by counting
the number of points less than p and the number of points greater than p,
and taking the minimum of those 2 quantities.
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For k = 2, the Tukey depth of p can be computed in O(nlogn) time by
sorting the points of S radially about p and scanning this sorted list using
two pointers [20].

For k£ > 3, the algorithms already become significantly more complicated.
When k = 3, a brute-force algorithm runs in O(n?) time, and an algorithm
of Chan [7] runs in O((n + t?) logn) time, where ¢ is the depth of p.

In the remainder of this paper we analyze how good these upper bounds
can be with the following two theorems, which bound the probability that
the approximated depth exceeds the true depth by more than o.

Theorem 1. Let S be a set of n points in general position in R%, S’ be a
subset of d — 1 elements chosen at random and without replacement from S,
v be the vector perpendicular to the plane containing S’ and another point p,
o be an integer such that 0 < o < |5] — 1. Then

(i)
1)

(a"1)

Theorem 2. Let S be a set of n points in general position in R%, S’ be a
subset of d — k elements chosen at random and without replacement from S,
f be the k-flat orthogonal to the (d — k)-flat containing S’ and another point
p, 0 be an integer such that 0 < o < [§] — 1. Then

Pr{depth (p - v, S -v) < depth (p,S) + o} >

e

(d B k)! (dﬁk) '

Here is a sketch of the proof of Theorem 1: Under point/hyperplane
duality, the selection of v is equivalent to selecting a random vertex in an
arrangement of hyperplanes in d — 1 dimensions. This selection of v approx-
imates depth (p,S) to within o provided that the vertex is contained in a
particular pseudo-ball of radius o. Therefore the proof boils down to show-
ing that the number of vertices of an arrangement in a pseudo-ball of radius
o is sufficiently large. In particular, we show that the number of vertices in
such a pseudo-ball is at least (Uﬁzl).

The proof of Theorem 2 is similar, except that we lower-bound the number
of k flats that intersect a pseudo-ball of radius o.

The remainder of the paper is organized as follows: In Section 2 we prove
lower-bounds on the number of vertices in pseudo-balls and the number of

Pr{depth (p- f,S - f) < depth (p,S) + o} >
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k-flats that intersect pseudo-balls. In Section 3 we show how these results
apply to the analysis of the algorithms for approximating Tukey depth. In
Section 4 we give some experimental results for the two algorithms.

2. Arrangements of Hyperplanes

Let H be a set of ¢ hyperplanes in R?. We say that H is in general
position, if every subset of d hyperplanes intersect in one point, and no d+1
hyperplanes intersect in one point. We say a hyperplane is vertical if it
contains a line parallel to the zi-axis. Without loss of generality, we assume
that no hyperplane in H is vertical.

Arrangements.. The arrangement A(H) of H is the partitioning of R? in-
duced by H into vertices (intersections of any d hyperplanes in H), faces
(each flat in A(H) is divided into pieces by the hyperplanes in H that do
not contain the flat, a j-face is a piece in a j-flat), and regions (connected
components in R? separated by hyperplanes in H). We call A(H) a simple
arrangement if H is in general position.

Pseudo-distance.. Following Welzl [23], we use 0y to denote the pseudo-
distance for pairs of points (relative to H), where dg(p,q) is defined as the
number of hyperplanes in H which have p and ¢ on opposite sides. For a
point p and an integer o, we define the pseudo-ball Dy(p, o) as the set of
vertices ¢ in A(H) with 6y (p, q) < . Our goal in this section is to show that
arrangements have big pseudo-balls. In particular, we will prove

Lemma 1. If H is a set of { hyperplanes in general position in R?, and o is
an integer, 0 < o < ¢ —d, then |Dy(p,o)| > (U:lrd) for all points p disjoint
from H.

To prove this lemma, we need to use a result, due to Clarkson [11], on
the number of ¢-bases in an arrangement. With this result we can prove a
lower bound on the size of Dy(p, o). The following is a review of Clarkson’s
theorem (with some modifications) on the number of i-bases, which is the
main tool used to prove Theorem 1. The difference between this proof and
the original is in the definition of i-basis.

Let P(H) be the convex polytope given by P(H) = Npeg(hUAT), where
h* is the open halfspace bounded by h and containing point (00,0, ...,0).
Let G C H, |G| > d. Then we define z*(G) as the vertex of P(G) with



lexicographically smallest coordinates. Note that x*(G) is well defined since
|G| > d and the hyperplanes in H are in general position. Also note that
there exists one subset B C G with |B| = d and such that z*(B) = z*(G).
We call B the basis b(G) of G. For any B € (1), let

Ip={he H|b(BU{R}) # B}

be the set of hyperplanes that violate b(B). If |Ig| = i, B is called an i-basis.
Since any random sample R € (f), where d < r < /£, has exactly one
basis, we have

1= > Pr{B=bR)} Vd<r<L (3)

Be(f)
Any B € (Z ) is the basis of R if and only if B C R and R does not contain
any element of Ig. If B is an i-basis, the probability that B is the basis of

l—i—d
R is ( T(;Sl ) Let gi(H) denote the number of i-bases in the arrangement.

Equation (3) can be rewritten as

1= >y () g(H) Yd<r<L/. (4)

0<i<t—d (f) l

Equation (4) gives a system of [ —d+ 1 linear equations in [ —d+ 1 variables.
Solving this system gives
1+d—-1
"(H) = ) 5
am= ("0 )

For more details see Clarkson [11]. Mulmuley also proved this result with a
different method [19].

Proof (of Lemma 1). By a standard projective transformation, we can as-
sume that all hyperplanes in H are below p. An i-basis defines a vertex
with distance to p no more than ¢. We know that the number of i-bases is
(”d*l) in A(H). The number of vertices with distance to p no more than o

2 (5=

is therefore at least
i=0



The bound in Lemma 1 is a generalization of the second result of Welzl [23]
for the case d = 2. It also strengthens the bounds of Chazelle and Welzl [§]
for d > 3. This bound is a lower bound on the number of <k-sets.

Now we develop the tools needed to prove Theorem 2. We define the
distance from p to a k-flat f as

35 (p, f) = min oy (p, q).
qef
For a point p and an integer o, we let D (p, o) denote the set of k-flats f in

the arrangement of H with 6% (p, f) < . Notice that Dy (p,o) = D%(p, o).

Proposition 2.1. For any point p disjoint from H in RY,

M%J@JH22@+1)VUG{QLHW{Q—J}.

Proof. Welzl’s proof [23] for R? is also valid for RY. We can always find a
line through p that intersects ng hyperplanes of H on each side of p. O
Lemma 2. If H is a set of { hyperplanes in general position in R?, and o is
an integer, 0 < o < | L] — 1, then |D¥(p,0)| > (fli_kl;! (J;f;k) for all vertices
p disjoint from H.

Proof. We are going to prove this theorem by induction on d. The proof is
inspired by the proof by Welzl in [23]. In R*!, we have, by Proposition 2.1,

ok+1-k c+k+1—k
k+1—k)I\ k+1—k

Assume that | D% (p, o) > (ft_fkl;! (“H ) in RY, where t > k + 1. In R, we
have at least 2(o + 1) t-flats with distance to p no more than o according
to Proposition 2.1. Let h; be a t-flat with distance of j to p. We know that
there are at least two such t-flats according to Proposition 2.1. We also know
that there is a point ¢; in h; with d5(p, ¢;) < j. Then any vertices in h; with
distance to ¢; no more than o — j have distance to p no more than o. Since
h; is a space of dimension ¢, there are at least (ft::)! ("_gj,i_k) such vertices.
Since a k-flat is the intersection of ¢t + 1 — k hyperplanes, a vertex can be

counted at most ¢ + 1 — k times. Therefore, in R, we have

2 T2k o —j4t—k
t—l—l—k;(t—k)!( t—k )
B 2=k o+t +1—k

B (t+1—k:)!< t+1—k )

[Di(p, o)l > 2(0 +1) =

D% (p,0)] >
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Hence, in R,
2d—k oc+d-—k
DF > .

[]

With these two lemmas, we then suggest two approximation algorithms
using the two heuristics in Section 1 for the Tukey depth. Our analysis of
these algorithms is done by showing that the vector v that minimizes (%)
corresponds to a point A% in an arrangement of n hyperplanes in R4"1. Any
vertex or k-flat in the arrangement that is “close” to h; will provide a good
approximation. Thus, the analysis boils down to showing that there are
many vertices or k-flats that are close to A} so that we have a good chance
of picking one of them.

3. Approximations for Tukey Depth

In order to relate the hyperplane arrangements studied in Section 2 to
the approximation algorithms for Tukey depth, we need to introduce duality

[14].

Point/hyperplane duality.. For a point a = (ay,as,...,a4) in S, its dual
image, denoted by a*, is a hyperplane in T" with equation x4 = a1x1 4+ asws +
...+ aq_1x9-1 — aq, and for a hyperplane b with equation x4 = byxy + boxs +
oo bg_141 — by, its dual image, denoted by b*, is the point (by, bs, ..., by).
Duality preserves incidences between points and hyperplanes and reverses
the above/below relationship. The point a lies on the hyperplane b if and
only if b* lies on a*; a lies above b if and only if a* is below b*. All the
hyperplanes through point p in the primal dualize to all the points on the
hyperplane p* in the dual.

The dual arrangement.. Given a set S of n points in R¢, we define the dual
arrangement A(T) of S as a set of n hyperplanes, T', that are the duals of
the points in S. In the dual arrangement, we say a hyperplane is vertical if
it contains a line parallel to the z4-axis.

Duality and Tukey depth.. Finding the Tukey depth of p is equivalent to
finding a hyperplane h (with inner-normal v) through p with the fewest points
either above or below. In the dual, this is the same as finding a point A} on
they hyperplane p* with the fewest hyperplanes of T either below or above.



The hyperplanes in 7" divide p* into cells. Within a cell, the number of
hyperplanes above or below any two points is the same. Suppose cell ¢ in T’
contains the optimal points (A} is a point inside ¢). For any vertex b* in A(T)
with dr(hf, b*) = o, the normal vector v of its primal image b gives a depth
value at most ¢ more than the optimal depth value (Heuristic 1 in page 3).
Similarly, for any k-flat y* in A(T) with 6%(h:,y*) = o, the (k + 1)-flat f,
orthogonal to its primal image y gives a depth value at most ¢ more than
optimal depth value (Heuristic 2 in page 3).

3.1. Analysis of First Heuristic

Now let us analyze how well the first heuristic works. Sampling d — 1
points from S is the same as sampling d — 1 hyperplanes in 7" which will
define a vertex on p*. Then we only need to consider the d — 1 dimensional
arrangement A(7},+ ) restricted to p*. According to Lemma 1, |Dr . (hy,0)| >
(”ﬁ;l). Since there are ( dT—ll) vertices on p*, by one sampling, the probability
that we get a depth value with an error no more than o is at least

(N (e+d—1D(n—d+1)!

( " ) oln! (6)

d—1

Let P, = (U+d_1;ifﬁ_d+l)!. We can repeat this heuristic s times and use the

best result as an approximation. The probability that the best depth value
with an error more than o is at most (1 — F,)°. Hence, the probability that
we get a depth value with an error no more than o is at least

1 oln! n\ d—1
1—-(1—-PF,)*>1——f = < (- .
( o) 2 e Or° (c+d—1Dln—d+1)! — (a) (7)

If we set o to en, where € is a fixed constant, this approximation runs in
O(e'=4dn) time.

3.2. Analysis of Second Heuristic

In the second heuristic, sampling d — k points from S is the same as sam-
pling d — k hyperplanes in 7" which will define a (k —1)-flat on p*. According
to Lemma 2, we have |D%;1(hjj,0)| > (fld_fkk)! (Uﬁ;k). Since there are (")
(k—1)-flats on p*, by one sampling, the probability that we get a depth value
with an error no more than o is at least

d—k /odd—
G () 2t kot d—k)(n—d+ k) -
() B (d — k)lo!n! '



Similar to the above analysis, we let P, = 2d7k(a;;i;ﬁ§2f 2zl Running this

heuristic s times, the probability that we get a depth value with an error no
more than o is at least

1 (d— k)lon! d—k\"" jnyd-k
1—(1-P.)* > 1—= for s = < o - .
(1=Fp) 2 1=C for s 2d—k(o—+d—k)!<n—d+k)!—< 2 ) <0)

(9)
This approximation needs less samples when d is small, but we need to solve s
Tukey depth problems in R*. For k = 2, if we set ¢ to en, this approximation
%)d_Q e2~Inlog n) time.

Our approximation algorithms are comparable to the following simple ap-
proximation. For a fixed constant € and a large enough constant ¢, we make
a random sample R of S, where each element of S is selected with proba-
bility Ct’% < 1. We then compute depth(p, R) with brute-force. With high
probability, depth(p, R) - =2~ is an approximation of depth(p, S) with error

clogn

runs in O ((

no more than en. This approximation runs in O ((eilclog n)d> time. While

this is asymptotically faster than our algorithms, log?n can be significantly
larger than n in many cases. This is the case, for example, with all the data
sets used in the next section.

4. Experimental Results

We tested the two approximation algorithms on a Dell Precision 490 work-
station with a 2.80 GHz Intel Xeon CPU. For the second approximation, we
tested the case of k = 2, and the 2-dimensional problems are solved with
a scan and sort algorithm [20]. The two algorithms are run s times (as in-
dicated in (7) and (9) ) and tested with the 9 data sets listed in Table 1:

The Rand4d data set is randomly generated, and the data items are uni-
formly distributed in a unit ball. All other data sets are extracted from some
data sets in the University of California, Irvine (UCI) Machine Learning
Repository (MLR) [3]. The data points in the data sets extracted from
UCI MLR are not in general position. Even worse, there are duplicate
data points in some data sets. There are no duplicates in Wine4d, Winebd,
Pima4d, Pimabd, and Rand4d. There are a few duplicates in Iris, Auto4d,
and Autobd. There are many duplicates in Yeast, Forest4d, and Forest5d.

The running time of the algorithms on different data sets is given in Ta-
ble 2. The second approximation runs faster, but it is more sensitive to
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Name | Item # (n) | Attrib # (d) | Source
Iris | 150 4 UCI MLR.
Winedd | 178 4 UCI MLR. 4 attributes of the Wine data set
Winebd | 178 5 UCI MLR. 5 attributes of the Wine data set
Autodd | 392 4 UCI MLR. 4 attributes of the Auto MPG
data set
Autobd | 392 5 UCI MLR. 5 attributes of the Auto MPG
data set
Rand4d | 500 4 Randomly generated
Forestdd | 517 4 UCI MLR. 4 attributes of the Forest Fires
data set [12]
Forestbd | 517 5 UCI MLR. 5 attributes of the Forest Fires
data set [12]
Pima4d | 768 4 UCI MLR. 4 attributes of the Pima Indians
Diabetes data set
Pimabd | 768 5 UCI MLR. 5 attributes of the Pima Indians
Diabetes data set
Yeast4d | 1484 4 UCI MLR. 4 attributes of the Yeast data set

Table 1: The data sets

rounding error. In order to generate a 2d problem in the second approxi-
mation, we first find 2 perpendicular vectors in the 2-flat orthogonal to the
(d—2)-flat containing the d —2 sampling points and p, then project all points
in the data set onto the 2 vectors. The values are used as the coordinates
of points in the 2-dimensional space. This projection and the sorting of the
2-dimensional points bring rounding errors. To overcome this problem, exact
arithmetic is applied on the Iris data set with GMP (GNU Multiple Preci-
sion Library). GMP slows down the algorithm dramatically, hence it is not
practical to use it on larger data sets.

The true depth values are computed with the binary search idea in [9]
which requires solving a series of mixed integer program. It takes a long
time and a large amount of memory to solve the integer programs. Many
instances can not be solved due to time and memory limitations. The time
required to solve integer programs is output-sensitive, so that problems with
larger depth values take longer. For example, we need a few hours to solve
a problem with depth 10 in Pima5d. On the other hand, the approximation
algorithms do not have this sensitivity. They take roughly the same time to
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Data Set | o value | Algorithm | Running time | Max error!| Average error!
Iris 5 approx 1 | 50s(GMP) 2 0.309
approx 2 | 7s(GMP) 2 0.258
. approx 1 | 2s 2 0.372
Winedd 2 approx 2 1s 2 0.326
. approx 1 | 70s 3 0.223
Winedd |2 o 2 | 8s 3 0.086
approx 1 31s 1 0.213
Autodd 2| approx 2 | 2s p 0.213
approx 1 2400s 1 0.164
Autobd 2| approx 2 | 187s 1 0.071
approx 1 | 77s 1 0.186
Randdd 2| approx 2 | 3s p 0.169
approx 1 87s 2 0.309
Forestdd 2 approx 2 | 4s 2 0.136
approx 1 | 3880s 2 0.319?
Foresthd |31 pprox 2 | 2875 1 0.088"
. approx 1 | 387s 2 0.299
Pimadd 2 | approx 2 | 12s 1 -1.0314
. approx 1 12350s 2 0.708
Pimasd | 4| prox 2| 815 2 -0.333°
approx 1 2400s 1 0.571
Yeastdd 3 approx 2 | 56s 1 0.429

1 Some points are not tested because we do not know the real depth of them.

2 2 depth values are smaller than the real ones (due to rounding errors).
3 7 depth values are smaller than the real ones (due to rounding errors).
423 depth values are smaller than the real ones (due to rounding errors).
5 14 depth values are smaller than the real ones (due to rounding errors).

solve all the problems in the same data set.

For smaller data sets, the tests were run with the absolute error o set to
2. However, in the vast majority of cases (at least those in which the true
depth can be computed exactly), both approximation algorithms computed
the depth correctly with no error. In a small number of cases the error is 1
or 2. The second approximation gave less average error.

12
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5. Concluding Remarks

In this paper, we have

1.

2.

given a rigorous theoretical analysis of the algorithm of Rousseeuw and
Struyf [20] that explains their experimental results;

generalized the algorithm of Rousseeuw and Struyf to solve k-dimensional
subproblems. Using value k£ = 2 gives a substantial improvement in
running time while providing the same approximation; and

done extensive testing of these algorithms on real and synthetic data
sets. This testing shows that the algorithms are indeed fast and that,
in most cases, they compute the exact Tukey depth, and make an error
of 1 or 2 (when o is set to 2) rather infrequently.

These algorithms are simple, easy to implement, and our results show
that, as well as having theoretical guarantees, they work well in practice.
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