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e The complexity of current Internet applications makes thdasstanding of o o Tests were conducted using captures from a small produogomork, with
network traffic a challenging task. By providing largeriscaggregates for o Clusters are identified by sets @, n)-grams. the classification tree being updated every 10 minutes.
a_malysis, unsup_ervi_sed clustering approaches can g_eltlpl the identifica- — n—gram:n consecutive bytes within a packet e Observed clusters were highly CorrelatedB()%) with well-known ports, even
tion of new applications, attacks, and other changes inor&twusage patterns. N though NetADHICT rarely used port-matchigg, n)-grams.
| o | - | — (p,n)—gram:n—gram at positiorp e When NetADHICT clustered together traffic matching mubiglorts, there
* ADHIC (Approximate Divisive Hlerarchical Clustering) isialgorithm that e ADHIC incrementally learns hierarchical clusters throwgb operations: were often other significant commonalities. For exampleea server on a
clusters similar netV\./or.k tr_aff!c togethgr without prior medge of protqcol non-standard port was grouped with standard web traffic.
st_rtlrj](_:rt]uresk IDtaclie;_smllarilt)rlﬂlr? de;ferTlned through campas of substrings 1. Sp_lltt|ﬂ9: If a cluster gets too big, find(g@, n)-gram that matches about half o Intests with simulated static and polymorphic worm tratfiese packets were
WIERIN Packels at distinguishing Ofisets. of its packets. segregated from other traffic. NetADHICT was also able tgprly segregate
2. Deletion: If a cluster has too little traffic matching igldte it. BitTorrent, a P2P filesharing protocol.

e ADHIC is notable In that it

1. produces a hierarchical decomposition of network traffithe form of a * ADHIC learns clusters using samples of observed traificfraffic is then
cluster-identifying decision tree, “classified” using the learnep, n)-gram tree.

2. needs only a small fraction of packets (about 3% In ouesat generate a e Leaf clusters are displayed using pie charts that indi¢etgtotocol (port) of

decision tree, and classified packets.
3. generates a decision tree that can be used to clustertpathkeire speeds Percentage of Packets in Single Protocol Clusters

(250 Mbit/sec in an unoptimized software implementation).

e We find that ADHIC appropriately segregates well-known pcots, clusters ‘
together traffic of the same protocol running on multipletposind segregates NetADHICT

traffic from applications, such as p2p, that do not use staipiarts.

e Perhaps most remarkably, NetADHICT’s performance was mytifecantly
degraded (and sometimes improved) when axeluded headers from the
packets.

e NetADHICT, our implementation of ADHIC, Is available for woload at
http://ccsl.carleton.ca/softwaamd Is licensed under the GNU GPL license.

e NetADHICT allows a user to analyze a live traffic stream andcwdhe tree
evolve over time along with the network’s traffic. It alsoca#s for offline

analysis of previously viewed traffic, or for the analysidibpcap-formatted "1 51 101 151 201 251 301 351 401 451 501 Ser 601 631 701 751 801 851 901 951

time (*10 min)

packet captures.
Why Hierarchical Clustering? e The NetADHICT interface facilitates interactive explooat of the tree, and
allows a user to apply user-defined labels to positions itréd®e giving clearly
visible semantic meaning to the clustered traffic. Future Work

e A hierarchical representation of network traffic has two kdyantages:

— A hierarchy naturally captures the “nesting” of layeredtpools, e.g. that e Study bigger datasets from larger networks.
UDP and TCP packets both are examples of IP packet§ | B ot o e TR e e e o e Study the characteristics of network traffic (e.g., the Ziké distribution of
— Hierarchical representations aggregate low-level COISCEY0 higher level e s cotlsboc e |3 (p,n)-grams) and relate them to other measures of network bahavio
structures, facilitating “high level” views that can be nefdl as necessary. L P e Refine NetADHICT's web interface.
e Multiple machine learning approaches have been proposedldssifying L2 e Study ADHIC in the context of dynamic traffic management,gheblem do-
packets by application type [2, 4]. Past work identifiesfitadis belonging on o) (e main that was the original motivation for this work [3].
to a small set of pre-defined classes, rather than to anbytlamge set of hier- .80 (7.0 i
archical clusters. D peaes o) | T References
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